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https://magazine.amstat.org/blog/2015/02/

01/statscience_feb2015/ 

The foundation of statistics laid down by its founders [...] could not have been to 

arbitrarily select a “convenient” statistical model. However, that is precisely what 

most statisticians blithely do, proudly referring to the quote, “All models are wrong, 

but some are useful.” 

[...]

one typically asks a few questions about the data such as: Is the outcome a survival 

time? Is it case-control data? And then one quickly moves on to returning output 

from a Cox-Ph model or a logistic regression model with some “reasonable” set of 

covariates

[...]

Is this mess we have created really necessary? No! As a start, we need to take the 

field of statistics (i.e., the science of learning from data) seriously. It is complete 

nonsense to state that all models are wrong, so let’s stop using that quote. For 

example, a statistical model that makes no assumptions is always true.

The Science of Statistics

https://magazine.amstat.org/blog/2015/02/01/statscience_feb2015/
https://magazine.amstat.org/blog/2015/02/01/statscience_feb2015/


Roadmap for this talk

4

Status quo

(Stratified) Cox models 

to estimate conditional 

hazard ratios

“Model-free estimand” and 

“assumption-lean analysis”

Compare unconditional probability 

of survival (or restricted mean 

survival time) on the two 

treatment arms.

Double-robust covariate-adjusted 

estimators: AIPCW, TMLE

FDA Position

What’s in the guidance?

How to implement?

Benefits / challenges?

Should we go further?



Status quo: example based on the OAK trial
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Rittmeyer et al. 2017 https://doi.org/10.1016/S0140-6736(16)32517-X; Gandara et al. 2018  https://doi.org/10.1038/s41591-018-0134-3 

“The HR was estimated with a stratified Cox regression analysis. 

Stratification factors were the same used for randomisation.”

https://doi.org/10.1016/S0140-6736(16)32517-X
https://doi.org/10.1038/s41591-018-0134-3


Status quo: example based on the OAK trial
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ℎ(𝑡) = {ECOG × ℎ0,1(𝑡) + (1 − ECOG) × ℎ0,0(𝑡)}exp(𝛽(𝑆) × 𝕀(𝐭𝐫𝐭))ℎ(𝑡) = ℎ0(𝑡)exp(𝛽 × 𝕀(𝐭𝐫𝐭))

exp ෠𝛽 = 0.729;  se ෠𝛽 = 0.0842;  𝑍 = −3.76 exp ෢𝛽(𝑆) = 0.713;  se ෢𝛽(𝑆) = 0.0845;  𝑍 = −4.00
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Health authority guidelines on covariate adjustment

1998 2015
2023

2020



▪ Emphasis on unconditional estimands
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Key point (arguably) from FDA 2023 guidance

“When estimating a conditional treatment effect through nonlinear regression, the model assumptions will 

generally not be exactly correct, and results can be difficult to interpret if the model is misspecified”



Model-trusting
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logit 𝑃 𝑌 = 1 | 𝐴, 𝑋 = 𝛼0 + 𝛼1𝐴 + 𝛼2𝑋

• Direct estimation via MLE / posterior probability

• If model is incorrect, it’s unclear what 𝛼1 means

• Compatible with Bayesian, likelihood, and 

frequentist (conditional and unconditional) inference

• Typically used for conditional estimands

𝑌1 − 𝑌0 +
1

𝑛
෎

𝑖=1

𝑛

𝐴𝑖 −
1

2
ℎ 𝑋𝑖

• Combines an unadjusted estimator with an 

“estimator of zero”

• Clever choice of h(x) to increase efficiency

• An (unconditional) frequentist approach

• Typically used for unconditional estimands

Buja et al. (2019); Vansteelandt (2021) 

Model-robust / assumption-lean



What about time-to-event outcomes?
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FDA guidance

https://marlenabannick.com/RobinCar/index.html 

https://marlenabannick.com/RobinCar/index.html


Covariate-adjusted estimator of unconditional hazard ratio
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ℎ(𝑡) = ℎ0(𝑡)exp(𝛽 × 𝕀(𝐭𝐫𝐭))

exp ෠𝛽 = 0.729;  se ෠𝛽 = 0.0842;  𝑍 = −3.76

ℎ(𝑡) = ℎ0(𝑡)exp(𝛽 × 𝕀(𝐭𝐫𝐭))

exp( ෠𝛽𝑎𝑑𝑗) = 0.724;  se( ෠𝛽𝑎𝑑𝑗) = 0.0816;  𝑍 = −3.97



How does this work?
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𝐿𝑅(𝛽 = 0)  =  ෍

𝑡𝑗

𝑂1,𝑗 − 𝐸1,𝑗 =  ⋯  =  
σ𝑖=1

𝑛 𝐴𝑖𝑆𝑐𝑜𝑟𝑒𝑖

σ𝑖=1
𝑛 𝐴𝑖

 −  
σ𝑖=1

𝑛 1 − 𝐴𝑖 𝑆𝑐𝑜𝑟𝑒𝑖

σ𝑖=1
𝑛 1 − 𝐴𝑖

Difference in 

average score is 

LR(𝛽 = 0) 

Hypothesis testing

Expected #events on trt 1 under 𝐻0:  𝛽 = 0 

ℎ(𝑡) = ℎ0(𝑡)exp(𝛽 × 𝕀(𝐭𝐫𝐭))

See, e.g., Leton & Zuluaga (2001)



How does this work?
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Can baseline 

covariates explain 

any of the variation 

in scores?

Suggests a linear model: E(𝑆𝑐𝑜𝑟𝑒𝑖|𝐴𝑖 , 𝐸𝐶𝑂𝐺𝑖) = 𝛾 + 𝛾1𝐴𝑖 + 𝛾2𝐴𝑖(𝐸𝐶𝑂𝐺𝑖 − 𝐸𝐶𝑂𝐺) + 𝛾3(1 − 𝐴𝑖)(𝐸𝐶𝑂𝐺𝑖 − 𝐸𝐶𝑂𝐺)

If ෝ𝛾1  large enough, reject 𝐻0:  𝛽 = 0 

Hypothesis testing

ෝ𝛾1 = 𝐿𝑅 −  { ො𝛾2 𝐸𝐶𝑂𝐺𝑡𝑟𝑡=1 − 𝐸𝐶𝑂𝐺 − ො𝛾3 𝐸𝐶𝑂𝐺𝑡𝑟𝑡=0 − 𝐸𝐶𝑂𝐺 }



How does this work?
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Point estimation

𝐿𝑅(𝛽 =  𝛽∗)  =  ෍

𝑡𝑗

𝑂1,𝑗 − 𝐸1,𝑗(𝛽∗) =  ⋯  =  
෌

𝑖=1

𝑛
𝐴𝑖𝑆𝑐𝑜𝑟𝑒𝑖(𝛽∗)

σ𝑖=1
𝑛 𝐴𝑖

 −  
෌

𝑖=1

𝑛
1 − 𝐴𝑖 𝑆𝑐𝑜𝑟𝑒𝑖(𝛽∗)

σ𝑖=1
𝑛 1 − 𝐴𝑖

Unadjusted: find 𝛽∗ such that Adjusted: find 𝛽∗ such that:

ℎ(𝑡) = ℎ0(𝑡)exp(𝛽 × 𝕀(𝐭𝐫𝐭))

𝐿𝑅 𝛽∗ − { ො𝛾2 𝐸𝐶𝑂𝐺𝑡𝑟𝑡=1 − 𝐸𝐶𝑂𝐺 − ො𝛾3 𝐸𝐶𝑂𝐺𝑡𝑟𝑡=0 − 𝐸𝐶𝑂𝐺 } = 0𝐿𝑅 𝛽∗ = 0



Implementation
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exp ෠𝛽 = 0.729;  se ෠𝛽 = 0.0842;  𝑍 = −3.76

exp( ෠𝛽𝑎𝑑𝑗) = 0.724;  se( ෠𝛽𝑎𝑑𝑗) = 0.0816;  𝑍 = −3.97

exp( ෠𝛽𝑎𝑑𝑗) = 0.725;  se( ෠𝛽𝑎𝑑𝑗) = 0.079;  𝑍 = −4.07

Key opportunity: adjust for continuous covariates such 

as baseline tumour size (or also supercovariates) without 

changing the target estimand.

• Ye et al. (2024): refinement of Tang & Koch (1999) + asymptotic theory

• Bannick et al. (2024): implementation in {RobinCar}



Caution: use responsibly in smaller sample sizes 
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• 10000 simulated trials

• Sample size 300; events ≈ 180; HR = 1

• Adjust for 10 covariates, all simulated from N(0, 1)



What about the proportional hazards assumption?
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• continued adherence to the Cox HR as a survival estimand 

is becoming increasingly indefensible.

• In simulations we demonstrated the double robustness and 

efficiency properties of TMLE.

• Our parallel reanalysis of LEADER trial data then 

reassuringly demonstrated that a TMLE targeting relative 

risk when compared to Cox provides compatible but more 

precise estimates of treatment effects, even in a setting 

where Cox is expected to perform well.

1) PH assumption is not reasonable so why 

consider it?

2) PH assumption is not needed so why make it?

See LinkedIn post by Stephen Senn 

for further discussion.

Statistics in Biopharmaceutical Research 15 (3): 524–39

https://www.linkedin.com/feed/update/urn:li:activity:7293309543948656641?updateEntityUrn=urn%3Ali%3Afs_updateV2%3A%28urn%3Ali%3Aactivity%3A7293309543948656641%2CFEED_DETAIL%2CEMPTY%2CDEFAULT%2Cfalse%29


How efficient are model-free, assumption-lean methods? 
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https://arxiv.org/pdf/2412.06442

• Just a starting point: no covariates

• Contrary to some previous claims, there are realistic RCT 

settings where RMST-based methods do lose efficiency under 

the PH assumption.

• Next step: do these findings extend to covariate-adjusted 

estimators?

https://arxiv.org/pdf/2412.06442


Summary

• FDA guideline is an invitation to include continuous covariates (or supercovariates) into the 
primary analysis of RCTs with time-to-event endpoints. We should take advantage of this 
opportunity.

• Increases power (relative to unadjusted HR analysis).

• Fits into established ways of designing RCTs.

• Software implementation in {RobinCar}.

• Use responsibly with a small number of covariates – what we think is most prognostic.

• This is not fully aligned with the trend towards “model-free estimands,  assumption-lean 
analysis” methods.

• Would be a more radical change in study design and analysis.

• Involves trade-offs in power under different scenarios – this should be made transparent.

• Software implementation currently lacking.

• Let’s get prepared to be able to analyse trials this way: requires investment in teaching and software.

19
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Double robustness: idea
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Estimand 𝑺𝟏 𝟏𝟐 ; let 𝑌𝑖(1) = 𝐼 𝑇𝑖(1) > 12 . If we know assignment model 𝝅𝟏(𝒙) = 𝑷(𝑨 = 𝟏|𝑿 = 𝒙) then:

መ𝑆𝟏 𝟏𝟐  =
1

𝑛
෎

𝑖=1

𝑛

𝐴𝑖

𝜋1(𝑋𝑖)
𝑌𝑖  +  

1

𝑛
෍

𝑖=1

𝑛

𝐴𝑖 − 𝜋1(𝑋𝑖) ℎ 𝑋𝑖

are all consistent. If we know the outcome model 𝒎𝟏 𝒙 = 𝑬 𝑰 𝑻 ≥ 𝟏𝟐 𝑿 = 𝒙, 𝑨 = 𝟏) then:

 

መ𝑆𝟏 𝟏𝟐  =
1

𝑛
෍

𝑖=1

𝑛

𝑚1(𝑋𝑖)  +  
1

𝑛
෍

𝑖=1

𝑛

𝐴𝑖 𝑌𝑖 − 𝑚1(𝑋𝑖) 𝑔 𝑋𝑖

are all consistent. If we want estimator in form (1) and (2) then the only choice is 𝑔 𝑥 =
1

𝜋1(𝑥)
 which makes h 𝑥 =

−𝑚1(𝑥)

𝜋1(𝑥)
. 

Right censoring adds complexity but conceptually the same (see e.g., Ozenne 2020)

(1)

(2)

Tsiatis & Davidian, 2007
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